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ABSTRACT: In this work we perform reliability-based design optimization (RBDO) by classifying the limit states by using soft non-linear support vector machines (SVM). By adopting the kernel trick in the dual formulation, by using e.g. the Gaussian kernel, we classify non-linear states of fail or safe obtained from design of experiments. The most probable point (MPP) of the SVM is established in the physical space where the distance is minimized in the metric of Hasofer-Lind. The solution to the corresponding optimality conditions is obtained by using Newton’s method with an inexact Jacobian and a line-search of Armijo type. At the MPP, we perform Taylor expansions of the SVM using intermediate variables defined by the iso-probabilistic transformation. In such manner, we derive a quadratic programming (QP) problem which is solved in the standard normal space. This is done for several probability distributions such as e.g. lognormal, Gumbel, gamma and Weibull. The optimal solution to the QP problem is mapped back to the physical space and new Taylor expansions of the SVM are derived and a new QP problem is formulated and solved. This procedure continues in sequence until we obtain convergence of our RBDO problem. The steps presented above constitute our proposed FORM-based sequential QP approach for RBDO by using SVM. The target of reliability appearing in the FORM-based QP problem might also be adjusted using different SORM formulas such as e.g. Breitung, Hohenbichler or Tvedt, or by applying importance-based Halton or Hammersley sampling. A nice feature of the proposed SVM-based RBDO approach is that several limit state functions can be represented simultaneously by only one single SVM. Thus, the proposed SVM-based RBDO methodology might be considered to be a rational approach for the treatment of RBDO problems including system reliability. This is demonstrated by solving established RBDO benchmarks.

1 INTRODUCTION

The soft non-linear support vector machine (SVM) introduced by Cortes & Vapnik (1995) defines a paradigm shift in machine learning and the paper has been cited more than 15000 times. By adopting the kernel trick and the soft penalization, we are able to classify non-linear separable data including misclassified data points. In this work, we suggest to use a single SVM to represent several limit state functions simultaneously when performing reliability based design optimization. For readers not familiar with SVM, an excellent introduction to this machine learning discipline is found in the textbook by Hamel (2009).

Although the number of papers on SVM-based RBDO is small, the idea of using SVM in order to represent limit state functions in RBDO is not new. Basudhar et al. (2008) solved RBDO problems using SVM and a particle swarm algorithm. Song et al. (2012) performed sampling-based RBDO by using probabilistic sensitivity analysis and virtual support vector machines. Khatibinia et al. (2013) suggested a gravitational search algorithm with a weighted least square support vector machine for RBDO. Wang et al. (2015) proposed a new SORA-based RBDO method using SVM as a surrogate model for the limit state function. Most recently Liu et al. (2017) used SVM-based sampling in order to improve Kriging models for RBDO. Another recent paper is by Yang & Husada (2017), who study seven state of the art methods from data mining in order to improve accuracy and efficiency of a single-loop RBDO method.

In this work, we will adopt the SORM-based sequential quadratic programming (SQP) approach for RBDO recently suggested by Strömberg (2017), where we now represent the limit state functions by using SVM instead of analytical expressions. The main idea of the proposed method is to represent several limit state functions simultaneously with only one single SVM. In such manner, a RBDO problem with several reliability constraints boil down to a problem with only one constraint. We also think that this approach is a step towards a rational method for treating problems with system reliability. Reliability analysis
without optimization using a similar idea was recently investigated by Li et al. (2016).

The proposed method might be considered to be a metamodel-based approach for RBDO even though the SVM is not representing the overall behaviour of the reliability constraint function but only is a representation of the limit state or a classification of states in fail or safe. Metamodel-based RBDO is a most powerful approach for treating the reliability constraints of complex models such as non-linear finite element models. Popular metamodels for this kind of applications are e.g. Kriging (Hu et al. 2016), artificial neural networks (Zhu et al. 2011) and radial basis function networks (Lv et al. 2015). In Strömbäck (2016) FORM- and SORM-based RBDO of a under-run protection profile was performed using a new type of radial basis function networks with a priori bias suggested by Amouzgar & Strömbäck (2017).

The outline of the paper is as follow: in the next section we review the FORM- and SORM-based SQP approach for reliability based design optimization that recently was suggested in Strömbäck (2017), in section 3 we present the theory of the soft non-linear support vector machine by deriving the dual formulation of the maximum margin problem using the Karush-Kuhn-Tucker (KKT) conditions and introducing the soft penalization. In section 4 two RBDO examples are solved using the proposed SVM-based methodology, in particular an established benchmark with three reliability constraints are treated using a single SVM and we also suggest how to apply SVM-based adaptive sampling in order to improve the solution. Finally, some concluding remarks are presented.

2 SQP-BASED RBDO

Most recently a SORM-based SQP approach for RBDO was suggested in Strömbäck (2017). A brief presentation of this approach is given in this section.

Let us consider the following RBDO problem:

\[
\begin{align*}
\min & \quad f(\mu) \\
\text{s.t.} & \quad Pr[g(X) \leq 0] \geq P_s,
\end{align*}
\]

where \(X\) is a vector of \(N_{\text{var}}\) uncorrelated random variables \(X_i\). The mean value \(\mu_i\) of each variable \(X_i\) is collected in \(\mu\). The functions \(f = f(\mu)\) and \(g = (X)\) represent the objective function and constraint, respectively. Thus, the reliability constraint reads that the probability that \(g \leq 0\) must be greater than the target of reliability \(P_s\). In this work, we treat this reliability constraint by representing the limit state \(g = 0\) by support vector machines, see the next section. The SVM can also be used to classify states of fail or safe, but that is not the main purpose of using SVM in this work. The main idea is to represent several limit states simultaneously by using a single SVM and then to perform RBDO following the method presented in this section.

The cumulative distribution of each variable is given by

\[
F_i(x; \theta_i) = \int_{-\infty}^{x} \rho_i \, dx,
\]

where \(\rho_i = \rho_i(x; \theta_i)\) is the probability density function for distributions parameters collected in \(\theta_i = \theta_i(\mu_i)\). So far, the following distributions have been implemented: normal, lognormal, Gumbel, gamma and Weibull.

The problem in (1) is solved by the SQP approach as outlined below. At an iterate \(k\) with mean values collected in \(\mu^k\), we perform Taylor expansions of \(f\) and \(g\) in intermediate variables \(Y_i\) defined by the iso-probabilistic transformation, i.e.

\[
Y_i = Y_i(X_i) = \Phi^{-1} \left( F_i(X_i; \theta_i(\mu^k)) \right),
\]

where \(\Phi = \Phi(x)\) is the cumulative distribution of the standard normal distribution. In addition, the Taylor expansion of \(g\) is done at the most probable point \(x^\text{MPP}\) on the limit surface. The Taylor expansion of \(f\) becomes \(f(\eta) \approx f(\mu^k) + \sum_{i=1}^{N_{\text{var}}} \frac{\partial f}{\partial X_i} \bigg|_{X = \mu^k} \phi(Y^k_i) \eta_i + \frac{1}{2} \sum_{i=1}^{N_{\text{var}}} \sum_{j=1}^{N_{\text{var}}} \tilde{H}_{ij} \eta_i \eta_j\),

where \(\eta\) is the mean of \(Y\) and

\[
\tilde{H}_{ij} = \frac{\partial^2 f}{\partial X_i \partial X_j} \bigg|_{X = \mu^k} \rho_i(\mu^k_i; \theta^k_i) \rho_j(\mu^k_j; \theta^k_j).
\]
Furthermore, \( \tilde{g} = \tilde{g}(Y) \approx \)

\[
\sum_{i=1}^{N_{\text{VAR}}} \frac{\partial g}{\partial X_i} \bigg|_{X=\mathbf{x}^{\text{MPP}}} \frac{\phi(y_i^{\text{MPP}})}{\rho_i(x_i^{\text{MPP}}; \theta_i^k)} \left(Y_i - y_i^{\text{MPP}}\right),
\]

where \( y_i^{\text{MPP}} = Y_i(x_i^{\text{MPP}}) \) is the most probable point defined by

\[
\begin{align*}
\min_{\mathbf{X}} & \quad \frac{1}{2} \mathbf{Y}(\mathbf{X})^T \mathbf{Y}(\mathbf{X}) \\
\text{s.t.} & \quad g(\mathbf{X}) = 0. 
\end{align*}
\]

In this work, we solve (7) when the limit state \( g(\mathbf{X}) = 0 \) is represented by a soft non-linear SVM as presented in the next section. This is in turn done by solving the necessary optimality conditions by using Newton’s method with an inexact Jacobian.

Finally, by inserting (4) and (6) into (1), we derive the following QP-problem:

\[
\begin{align*}
\min_{\eta_i} & \quad f(\eta) \\
\text{s.t.} & \quad \mu_i \leq -\beta_i \sigma_i, \\
& \quad -\epsilon \leq \eta_i \leq \epsilon,
\end{align*}
\]

where

\[
\begin{align*}
\mu_i &= \sum_{i=1}^{N_{\text{VAR}}} \frac{\partial g}{\partial X_i} \bigg|_{X=\mathbf{x}^{\text{MPP}}} \frac{\phi(y_i^{\text{MPP}})}{\rho_i(x_i^{\text{MPP}}; \theta_i^k)} (\eta_i - y_i^{\text{MPP}}), \\
\sigma_i &= \sqrt{\sum_{i=1}^{N_{\text{VAR}}} \left( \frac{\partial g}{\partial X_i} \bigg|_{X=\mathbf{x}^{\text{MPP}}} \frac{\phi(y_i^{\text{MPP}})}{\rho_i(x_i^{\text{MPP}}; \theta_i^k)} \right)^2}.
\end{align*}
\]

Here, \( \beta_i = \Phi^{-1}(P_s) \) is the target reliability index which can be corrected by any SORM approach or Monte Carlo sampling. So far, four SORM approaches have been implemented, e.g. Breitung, Hohenbichler and Tvedt. In addition, Halton- and Hammersley-based importance sampling at the MPP are also implemented. The optimal solution to (8), denoted \( \eta_i^* \), is mapped back from the standard normal space to the physical space using

\[
\mu_i^{k+1} \approx \mu_i^k + \frac{\Phi(y_i^{k})}{\rho_i(\mu_i^k; \theta_i^k)} \eta_i^*.
\]

Then, a new QP-problem is generated around \( \mu_i^{k+1} \) and this procedure continues in sequence until convergence is obtained. The QP-problem in (8) solved using quadprog.m in Matlab.

3 SUPPORT VECTOR MACHINE

In this section, we present the dual formulation of the soft non-linear support vector machine. First we introduce the original linear SVM, which actually was suggested already in the 60s by Vapnik, then we apply the kernel trick and, finally, regularize the problem.

Let us consider \( N \) sampling points \( \mathbf{x}^i \), which take values \( y^i = 1 \) (fail) or \( y^i = -1 \) (safe). Furthermore, we assume that it exists hyper-planes

\[
\mathbf{w} \cdot \mathbf{x} + b = 0,
\]

which separate these sampling points into two subsets; one that only takes values \( y^i = 1 \) and the other one with values \( y^i = -1 \). This is shown in Figure 1, where the SVM-based RBDO methodology is illustrated. We also assume that the following constraints are satisfied:

\[
y^i(\mathbf{w} \cdot \mathbf{x}^i + b) \geq 1, \quad i = 1, \ldots, N.
\]

The shortest distances to \( \mathbf{x}^i \) from a hyper-plane defined in (10) is given by

\[
\mathbf{x}^i = \mathbf{x} + \gamma^i \frac{\mathbf{w}}{||\mathbf{w}||}.
\]
Figure 3: Histogram of the objective function \( f \) and the constraint \( g \) for the solution obtained by using the SVM. Red lines are showing the corresponding normal distribution, where green lines mark the \( \mu \pm 3\sigma \) intervals.

(12) inserted in (11) yields

\[
y'(w \cdot x + b + \gamma \|w\|) \geq 1.
\]

(13)

By utilizing (10), one obtains

\[
\gamma_i \geq \frac{1}{\|w\|} \quad \text{for} \quad y^i = 1,
\]

(14a)

\[
\gamma_i \leq -\frac{1}{\|w\|} \quad \text{for} \quad y^i = -1.
\]

(14b)

Thus, the lower bound on the shortest distance \(|\gamma^i|\) is maximized by minimizing \(\|w\|\). This is the key idea of the original linear support vector machine formulation, which reads

\[
\min \left\{ \frac{1}{2} \|w\|^2 \right\} \quad \text{s.t.} \quad 1 - y'(w \cdot x^i + b) \leq 0, \quad i = 1, \ldots, N.
\]

(15)

Obviously, the closest sampling points to the optimal hyper-plane

\[
w^* \cdot x + b^* = 0
\]

are obtained when

\[
y'(w^* \cdot x^i + b^*) = 1.
\]

(16)

(17)

Sampling points satisfying (17) are called support vectors, see Figure 1. It is also obvious that in the region between the optimal hyper-plane defined by (16) and the support vectors is empty of sampling points. Thus, the support vector machine formulation in (15) finds a hyper-plane that maximizes the size of this region. This region is augmented with sampling points in the SVM-based adaptive sampling approach discussed in the next section.

The Karush-Kuhn-Tucker conditions of the support vector machine in (15) are given by

\[
0 = w - \sum_{i=1}^{N} \lambda_i y^i x^i,
\]

(18a)

\[
0 = \sum_{i=1}^{N} \lambda_i y^i.
\]

(18b)

\[
\lambda_i \geq 0,
\]

(18c)

\[
1 - y^i (w \cdot x^i + b) \leq 0,
\]

(18d)

\[
\lambda_i (1 - y^i (w \cdot x^i + b)) = 0.
\]

(18e)

The corresponding Lagrangian function is

\[
\mathcal{L} = \mathcal{L}(\lambda, w, b) = 
\]

\[
\frac{1}{2} \|w\|^2 + \sum_{i=1}^{N} \lambda_i (1 - y'(w \cdot x^i + b)).
\]

(19)

Furthermore, the dual formulation of the support vector machine in (15) reads

\[
\max_{\lambda \geq 0} \min_{(w,b)} \mathcal{L}(\lambda, w, b).
\]

(20)

By inserting (18a) in (19), one obtains

\[
\mathcal{L}(\lambda, w(\lambda), b) = 
\]

\[
-\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \lambda_i \lambda_j y^i y^j x^i \cdot x^j + \sum_{i=1}^{N} \lambda_i - b \sum_{i=1}^{N} \lambda_i y^i.
\]

(21)

In addition, the latter part is zero by (18b). In conclusion, the dual support vector machine formulation is
For non-separable sets of sampling points \( x^i \), the support vector machine approach presented above will of course not work. However, one might transform the sample set to a new space where it becomes separable, let say by \( \xi = \xi(x) \). In this new space, the only difference in the derivations of the dual support vector machine in (22) and (25) is the appearance of a new scalar product \( \langle \xi^i, \xi^j \rangle \) instead of \( x^i \cdot x^j \). Thus, we do not have to know the explicit expression of the transformation \( \xi = \xi(x) \), but only the expression of the scalar product of the new space. The explicit expression of this scalar product is known to be the kernel function, i.e.

\[
k(x^i, x^j) = \langle \xi^i(x^i), \xi^j(x^j) \rangle.
\]

Consequently, by using an appropriate kernel function in (22) instead of \( x^i \cdot x^j \), e.g. the Gaussian kernel

\[
k = k(x, z) = \exp \left( -\frac{\|x - z\|^2}{2\sigma^2} \right),
\]

the sample set can be separated by

\[
\sum_{i=1}^{N} \lambda_i^* y^i k(x^i, x) + b^* = 0.
\]

Another kernel function is the polynomial kernel, i.e.

\[
k = k(x, z) = (1 + x \cdot z)^p.
\]

Even if we perform a suitable kernel trick, we might have some misclassified points such that (22) does not converge to a solution. This can be treated by applying a regularization of (22). The established soft regularization of (15) is

\[
\begin{align*}
\min_{\langle w, b \rangle} & \quad \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{N} v_i \\
\text{s.t.} & \quad 1 - v_i - y^i (w \cdot x^i + b) \leq 0, \quad i = 1, \ldots, N, \\
& \quad v_i \geq 0, \quad i = 1, \ldots, N.
\end{align*}
\]
The Karush-Kuhn-Tucker conditions in (18) then modify by adding the following conditions:

\begin{align}
C - \lambda_i & \geq 0, \\
v_i & \geq 0, \\
v_i(C - \lambda_i) &= 0.
\end{align}

The corresponding Lagrangian becomes

\begin{equation}
\mathcal{L} = -\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \lambda_i \lambda_j y_i y_j \mathbf{x}^i \cdot \mathbf{x}^j + \sum_{i=1}^{N} \lambda_i - \sum_{i=1}^{N} \lambda_i v_i + C \sum_{i=1}^{N} v_i,
\end{equation}

where the two latter terms cancel out due to (31c). Thus, the only difference of the dual support vector machine in (22) for this regularization is the appearance of an upper bound on \( \lambda_i \), i.e.

\begin{equation}
\begin{aligned}
\min_{\lambda} & -\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \lambda_i \lambda_j y_i y_j k(\mathbf{x}^i, \mathbf{x}^j) - \sum_{i=1}^{N} \lambda_i \\
\text{s.t.} & \sum_{i=1}^{N} \lambda_i = 0, \\
& 0 \leq \lambda_i \leq C, \quad i = 1, \ldots, N.
\end{aligned}
\end{equation}

Finally, 0 < \( \lambda_i < C \) must be satisfied in order for (24) to be valid. Here, we have also introduced the kernel \( k(\mathbf{x}, \mathbf{y}) \) in the objective function. The soft non-linear SVM in (33) is solved using quadprog.m in Matlab.

\section{Examples}

In this section, we demonstrate by solving two examples that the soft non-linear SVM presented in the previous section can represent the limit states properly such that the SQP-based RBDO methodology can be applied for solving RBDO problems with SVM-based limit state functions. The first problem was considered in Strömbäck (2016), where SLP-based RBDO was performed by adopting radial basis function networks (RBFN) as metamodels. The second example is a most well-known benchmark for evaluating new RBDO approaches, see e.g. Youn and Choi (2004).

The first example reads

\begin{equation}
\begin{aligned}
\min_{\mu_i} & \left(1000 \left(\frac{4}{\mu_1} - 2\right)^2 + 1000 \left(\frac{4}{\mu_1} - 2\right)^2\right) \\
\text{s.t.} & \text{Pr}([X_1 - 0.5]^4 + (X_2 - 0.5)^4 \leq 2] \geq P_s, \\
& 1 \leq \mu_i \leq 4,
\end{aligned}
\end{equation}

where \( P_s = 0.999 \) and \( \text{VAR}[X_i] = 0.1^2 \). The deterministic solution is (1.5,1.5) and the minimum of the unconstrained objective function is found at (2,2). The constraint \( g > 0 \) is plotted to the left in Figure 2. The solution to (34) obtained by our SQP-based RBDO approach is (1.2705,1.2705). The corresponding reliability is 99.9%.

Now, let us consider the problem in (34) as a “black-box”, which we represent with metamodels for a sample set of 100 Hammersley points as depicted in Figure 4 for the next example. In particular, we let the objective function be represented by a radial basis function network as in Strömbäck (2016) and the limit state is represented by a SVM \( g^{\text{svm}} \). In Figure 2, \( g^{\text{svm}} > 0 \) is plotted. Notice that \( g^{\text{svm}} \) only represents the limit state properly but not the overall behaviour. Of course, the classification of fail or safe is obtained by taking \( \text{sign}(g^{\text{svm}}) \). Instead of solving (34), we solve the metamodel-based representation of (34), i.e. the radial basis function taken as our objective function.
and \( g^{\text{svm}} \) is the limit state function. The corresponding solution is \((1.3410, 1.2315)\) and the reliability for this solution becomes 99.7\%, slightly lower than the target of 99.9\%. Histograms for the objective function and the constraint are plotted in Figure 3. Notice the non-symmetric characteristic of the solution. This as well as the reliability of the solution can be improved by adopting adaptive sampling. This is a topic for future work. In fact, the SVM is most appropriate for improving the sample set with data along the limit state in the margin of the SVM. Some ideas of how this can be done is outlined for the next example.

The second example is a most well-known benchmark with three constraints and reads

\[
\begin{align*}
\min_{\mu_i} & \quad (\mu_1 + \mu_2)^2 \\
\text{s.t.} & \quad \text{Pr}[g_1 = 20 - X_1^2 X_2 \leq 0] \geq \Phi(3), \\
& \quad g_2 = 1 - \frac{30}{(X_1 - X_2 - 12)^2} \leq 0, \\
& \quad \text{Pr}[g_3 = X_1^2 + 8X_2 - 75 \leq 0] \geq \Phi(3), \\
& \quad 1 \leq \mu_i \leq 7,
\end{align*}
\]

(35)

where \( \text{VAR}[X_i] = 0.3^2 \). A small modification of the original problem is done by taking the square of the objective function. This problem was recently considered in Strömberg (2017) by using a SORM-based SQP approach for reliability based design optimization. The example was in that work also generalized to 50 variables and 75 constraints for five different distributions simultaneously (normal, lognormal, Gumbel, gamma and Weibull). The analytical solution for two variables with normal distribution is obtained to be \((3.4525, 3.2758)\) with our RBDO algorithm.

In this work we consider (35) to be a “blackbox” for which we setup a design of experiments using Hammersley sampling with 100 points as shown in Figure 4. From this sampling we define a training set \( g^{\text{train}} \) for our support vector machine in the following manner:

\[
g^{\text{train}} = \begin{cases} 
1 & \text{if any } g_i > 0, \\
-1 & \text{otherwise.}
\end{cases}
\]

(36)

For this training set, we obtain a SVM \( g^{\text{svm}} \) according to Figure 4. The plot to the right clearly shows that the the limit state functions are well represented by the global SVM \( g^{\text{svm}} = 0 \). The corresponding classification of fail or safe using \( \text{sign}(g^{\text{svm}}) \) is given in Figure 6. As in the previous example, we represent the sampling data for the objective function with a RBFN. Thus, our RBDO problem to be solved is this RBFN-based objective function with the reliability constraint on the SVM \( \text{Pr}(g^{\text{svm}} \leq 0) \geq \Phi(3) \). In such manner, we reduce the problem size from three constraints to a problem with only one constraint. For this problem, the RBDO algorithm produces the following solution: \((3.4247, 3.2218)\). The corresponding reliability indices for the two first active constraints are 2.84 and 2.87, respectively. Histograms for these constraints are given in Figure 5.

![Figure 6: Classification in fail (red) or safe (blue) using the SVM.](image)

![Figure 7: SVM-based adaptive sampling augmented with deterministic optimum and MPP.](image)
optimal solution. The optimal solution for this SVM-based formulation of the example is $(3.4805, 3.2585)$ and the corresponding reliability indices are 3.08 and 2.95, respectively, for the two active constraints. This is rather close to the target of 3. It is clear that this is an improvement compared to the previous solution presented above for the same example.

Finally, we solve (35) for all three constraints modelled by three separate SVM models using the adaptive DoE used above. Then, we obtain the following solution $(3.4304, 3.3053)$, and the corresponding reliability indices for the active constraints: 2.97 and 3.12.

5 CONCLUDING REMARKS

In this work SVM-based RBDO is investigated by implementing soft non-linear SVM together with a SQP-based RBDO method recently developed in Strömberg (2017). The implementation is done so far for two random variables and the idea is to represent the limit state functions with a single SVM. It is demonstrated that the proposed approach works well for an established benchmark with three reliability constraints. It is also demonstrated how the SVM can be utilized in adaptive sampling. For future work it would be interesting to investigate the approach for more than two variables with several constraints.
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